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ACCELERATED FILTERED BACK
PROJECTION FOR COMPUTED
TOMOGRAPHY IMAGE RECONSTRUCTION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to Russian Patent App.

No. 2020138293, filed on Nov. 23, 2020, which is hereby
incorporated herein by reference as 1f set forth 1n full.

BACKGROUND

Field of the Invention

The embodiments described herein are generally directed
to 1mage reconstruction in computed tomography (CT), and,
more particularly, to accelerated filtered back projection
(FBP) for image reconstruction in computed tomography.

Description of the Related Art

X-ray computed tomography 1s a highly regarded tech-
nique for medical diagnostics, industrial quality control,
material science research, and more. Filtered back projection
1s a commonly used technique 1n CT 1mage reconstruction
that demonstrates acceptable quality. Classical direct imple-
mentations of the FBP algornthm require the execution of
®(N”) operations, wherein N is the linear size of a two-
dimensional CT slice (e.g., 1n pixels).

Meanwhile, rapid increases in the resolution of CT scan-
ners have necessitated the processing of huge amounts of
data. As a result, classical image reconstruction methods no
longer satisty current industry demands. Recent approaches,
which include image reconstruction via the Fourier slice
theorem, are better, but still require ®(N* log N) multipli-
cation operations.

SUMMARY

Accordingly, systems, methods, and non-transitory com-
puter-readable media are disclosed for accelerated filtered
back projection for CT 1image reconstruction that can recon-
struct a CT image in ®(N” log N) addition operations and
®(N*) multiplication operations.

In an embodiment, a method 1s disclosed that uses at least
one hardware processor to reconstruct a computed tomog-
raphy (CT) image by: performing a filtered back projection
on a sinogram, wherein back projection 1n the filtered back
projection comprises transitioning the sinogram to a lino-
gram using linear interpolation, and performing an inverse
Fast Hough Transform on the limogram to produce the
reconstructed CT 1mage, and wherein filtering 1n the filtered
back projection uses an infinite impulse response (1IR) filter.

The method may further comprise using the at least one
hardware processor to determine coeflicients for the IIR
filter by minimizing an error between an impulse response of
the IIR filter and an 1mpulse response of a finite 1mpulse
response (FIR) filter according to an optimization algorithm.
The error may be a mean-square error. The optimization
algorithm may comprise a simplex method. The optimiza-
tion algorithm may comprise a conjugate gradient method.

The linogram may represent each line as two points (s, t)
lying on boundaries of an NxN square area, wherein N 1s a
linear size of the CT image. The linogram may comprise an
NxN 1mage for each of a plurality of types of lines, wherein
the plurality of types of lines comprise mostly vertical lines
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with a positive shift, mostly vertical lines with a negative
shift, mostly horizontal lines with a positive shift, and
mostly horizontal lines with a negative shift. Mostly vertical
lines with a positive shift may comprise lines corresponding
to coordinates in the simmogram with a normal slope O
between 3m/4 and m, mostly vertical lines with a negative
shift may comprise lines corresponding to coordinates 1n the
sinogram with the normal slope 0 between 0 and /4, mostly
horizontal lines with a positive shift may comprise lines
corresponding to coordinates in the sinmogram with the
normal slope 0 between n/2 and 37/4, and mostly horizontal
lines with a negative shift may comprise lines corresponding
to coordinates in the sinogram with the normal slope O
between m/4 and m/2. Transitioning the sinogram to the
linogram may comprise converting each coordinate (r, 0) 1n
the sinogram to a line (s, t) 1n the linogram according to:

tan O=—(N/1)¥, r=sNNt2+N?

wherein p equals one for mostly horizontal lines and p
equals negative one for mostly vertical lines. The 1nverse
Fast Hough Transform may be separately performed on each
of the NxN 1mages for each of the plurality of types of lines
to produce a plurality of intermediate 1mages. Producing the
reconstructed C'T 1image may comprise summing the plural-
ity ol intermediate images together.

Any of the methods may be embodied 1n executable
software modules of a processor-based system, such as a
server, and/or 1in executable instructions stored in a non-
transitory computer-readable medium.

BRIEF DESCRIPTION OF THE DRAWINGS

The details of the present invention, both as to its structure
and operation, may be gleaned 1n part by study of the
accompanying drawings, in which like reference numerals
refer to like parts, and 1n which:

FIG. 1 illustrates an example processing system, by which
one or more of the processes described herein, may be
executed, according to an embodiment;

FIGS. 2A and 2B 1illustrate different parameterizations of
straight lines on the plane, according to an embodiment,
with FIG. 2A illustrating a parameterization of a line as a
slope of the normal 0 and the distance to the origin r, and
FIG. 2B illustrating a parameterization of a line as an x- or
y-intercept s and a horizontal or vertical shiit t for mostly
vertical lines L, and mostly horizontal lines L, , respectively;

FIGS. 3A and 3B illustrate experimental results, accord-
ing to an embodiment;

FIG. 4 illustrates an algorithm for image reconstruction,
according to an embodiment; and

FIGS. 5A-5D illustrate examples ol images that were
reconstructed, according to an embodiment.

DETAILED DESCRIPTION

In an embodiment, systems, methods, and non-transitory
computer-readable media are disclosed for accelerated f{il-
tered back projection for C'T 1mage reconstruction that can
reconstruct a CT image in ®(N* log N) addition operations
and ©(N*) multiplication operations. This image reconstruc-
tion may be implemented as a software application embody-
ing the algorithm disclosed herein.

After reading this description, 1t will become apparent to
one skilled in the art how to implement the imvention 1n
various alternative embodiments and for alternative uses.
However, although various embodiments of the present
invention will be described herein, 1t 1s understood that these
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embodiments are presented by way of example and 1llus-
tration only, and not limitation. As such, this detailed
description of various embodiments should not be construed

to limit the scope or breadth of the present invention as set
forth 1n the appended claims.

1. Example Processing Device

FI1G. 1 1s a block diagram 1llustrating an example wired or
wireless system 100 that may be used 1n connection with
various embodiments described herein. For example, system
100 may be used to execute one or more of the functions,
processes, or methods described herein (e.g., one or more
software modules of an application implementing the dis-
closed algorithm). System 100 can be a server (e.g., which
services requests over one or more networks, including, for
example, the Internet), a personal computer (e.g., desktop,
laptop, or tablet computer), a mobile device (e.g., smart-
phone), a controller (e.g., in an autonomous vehicle, robot,
etc.), or any other processor-enabled device that i1s capable
of wired or wireless data communication. Other computer
systems and/or architectures may be also used, as will be
clear to those skilled in the art.

System 100 preferably includes one or more processors,
such as processor 110. Additional processors may be pro-
vided, such as an auxihiary processor to manage input/
output, an auxiliary processor to perform tloating-point
mathematical operations, a special-purpose microprocessor
having an architecture suitable for fast execution of signal-
processing algorithms (e.g., digital-signal processor), a slave
processor subordinate to the main processing system (e.g.,
back-end processor), an additional microprocessor or con-
troller for dual or multiple processor systems, and/or a
coprocessor. Such auxiliary processors may be discrete
processors or may be integrated with processor 110.
Examples of processors which may be used with system 100
include, without limitation, the Penttum® processor, Core
1/® processor, and Xeon® processor, all of which are
available from Intel Corporation™ of Santa Clara, Califor-
nia.

Processor 110 1s preferably connected to a communication
bus 105. Communication bus 105 may include a data
channel for facilitating information transfer between storage
and other peripheral components of system 100. Further-
more, communication bus 105 may provide a set of signals
used for communication with processor 110, including a
data bus, address bus, and/or control bus (not shown).
Communication bus 105 may comprise any standard or
non-standard bus architecture such as, for example, bus
architectures compliant with industry standard architecture
(ISA), extended industry standard architecture (EISA),
Micro Channel Architecture (MCA), peripheral component
interconnect (PCI) local bus, standards promulgated by the
Institute of Electrical and Electronics Engineers (IEEE)

— -

including IEEE 488 general-purpose interface bus (GPIB),
IEEE 696/S-100, and/or the like.

System 100 preferably includes a main memory 115 and
may also include a secondary memory 120. Main memory
115 provides storage of instructions and data for programs
executing on processor 110, such as one or more of the
functions, processes, and/or modules discussed herein. It
should be understood that programs stored in the memory
and executed by processor 110 may be written and/or
compiled according to any suitable language, including
without limitation C/C++, Java™, JavaScript™, Per]™,
Visual Basic™, NET™, and the like. Main memory 115 1s

typically semiconductor-based memory such as dynamic
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4

random access memory (DRAM) and/or static random
access memory (SRAM). Other semiconductor-based
memory types include, for example, synchronous dynamic
random access memory (SDRAM), Rambus dynamic ran-
dom access memory (RDRAM), ferroelectric random access
memory (FRAM), and the like, including read only memory
(ROM).

Secondary memory 120 may optionally include an inter-
nal medium 125 and/or a removable medium 130. Remov-
able medium 130 1s read from and/or written to 1n any
well-known manner. Removable storage medium 130 may
be, for example, a magnetic tape drive, a compact disc (CD)
drive, a digital versatile disc (DVD) drive, other optical
drive, a flash memory drive, and/or the like.

Secondary memory 120 1s a non-transitory computer-
readable medium having computer-executable code (e.g.,
disclosed software modules) and/or other data stored
thereon. The computer soltware or data stored on secondary
memory 120 1s read mto main memory 115 for execution by
processor 110.

In alternative embodiments, secondary memory 120 may
include other similar means for allowing computer programs
or other data or instructions to be loaded 1nto system 100.
Such means may include, for example, a communication
interface 140, which allows software and data to be trans-
ferred from external storage medium 145 to system 100.
Examples of external storage medium 145 may include an
external hard disk drive, an external optical drive, an exter-
nal magneto-optical drive, and/or the like. Other examples
of secondary memory 120 may include semiconductor-
based memory, such as programmable read-only memory
(PROM), erasable programmable read-only memory
(EPROM), electrically erasable read-only memory (EE-
PROM), and flash memory (block-oriented memory similar
to EEPROM).

As mentioned above, system 100 may include a commu-
nication interface 140. Communication interface 140 allows
software and data to be transferred between system 100 and
external devices (e.g. printers), networks, or other informa-
tion sources. For example, computer software or executable
code may be transierred to system 100 from a network
server via communication interface 140. Examples of com-
munication intertace 140 include a built-in network adapter,
network interface card (NIC), Personal Computer Memory
Card International Association (PCMCIA) network card,
card bus network adapter, wireless network adapter, Uni-
versal Serial Bus (USB) network adapter, modem, a wireless
data card, a communications port, an inifrared interface, an
IEEE 1394 fire-wire, and any other device capable of
interfacing system 100 with a network or another computing
device. Communication interface 140 preferably i1mple-
ments 1ndustry-promulgated protocol standards, such as
Ethernet IEEE 802 standards, Fiber Channel, digital sub-
scriber line (DSL), asynchronous digital subscriber line
(ADSL), frame relay, asynchronous transtfer mode (ATM),
integrated digital services network (ISDN), personal com-
munications services (PCS), transmission control protocol/
Internet protocol (TCP/IP), serial line Internet protocol/point
to point protocol (SLIP/PPP), and so on, but may also
implement customized or non-standard interface protocols
as well.

Software and data transferred via communication inter-
tace 140 are generally 1n the form of electrical communi-
cation signals 155. These signals 155 may be provided to
communication interface 140 via a communication channel
150. In an embodiment, communication channel 150 may be
a wired or wireless network, or any variety of other com-
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munication links. Communication channel 150 carries sig-
nals 155 and can be implemented using a variety of wired or
wireless communication means including wire or cable,
fiber optics, conventional phone line, cellular phone link,
wireless data communication link, radio frequency (“RF”)
link, or infrared link, just to name a few.

Computer-executable code (e.g., computer programs,
such as the disclosed application, or software modules) 1s
stored 1n main memory 115 and/or secondary memory 120.
Computer programs can also be received via communication
interface 140 and stored 1n main memory 115 and/or sec-
ondary memory 120. Such computer programs, when
executed, enable system 100 to perform the various func-
tions of the disclosed embodiments as described elsewhere
herein.

In this description, the term “computer-readable medium”™
1s used to refer to any non-transitory computer-readable
storage media used to provide computer-executable code
and/or other data to or within system 100. Examples of such
media include main memory 115, secondary memory 120
(including internal memory 125, removable medium 130,
and/or external storage medium 145), and any peripheral
device communicatively coupled with communication inter-
tace 140 (including a network mformation server or other
network device). These non-transitory computer-readable
media are means for providing executable code, program-
ming instructions, soitware, and/or other data to system 100.

In an embodiment that 1s implemented using software, the
soltware may be stored on a computer-readable medium and
loaded into system 100 by way of removable medium 130,
[/O 1ntertace 135, or communication interface 140. In such
an embodiment, the software 1s loaded nto system 100 1n
the form of electrical communication signals 155. The
software, when executed by processor 110, preferably
causes processor 110 to perform one or more of the pro-
cesses and functions described elsewhere herein.

In an embodiment, I/O interface 135 provides an interface
between one or more components of system 100 and one or
more mput and/or output devices. Example mput devices
include, without limitation, sensors, keyboards, touch
screens or other touch-sensitive devices, biometric sensing
devices, computer mice, trackballs, pen-based pointing
devices, and/or the like. Examples of output devices include,
without limitation, other processing devices, cathode ray
tubes (CRTs), plasma displays, light-emitting diode (LED)
displays, liquid crystal displays (LCDs), printers, vacuum
fluorescent displays (VFDs), surface-conduction electron-
emitter displays (SEDs), field emission displays (FEDs),
and/or the like. In some cases, an mput and output device
may be combined, such as in the case of a touch panel
display (e.g., 1n a smartphone, tablet, or other mobile device,
in the console of a vehicle, etc.).

In an embodiment, I/O interface 135 provides an interface
to a camera (not shown). for example, system 100 may be a
mobile device, such as a smartphone, tablet computer, or
laptop computer, with one or more itegrated cameras (e.g.,
rear and front facing cameras). Alternatively, system 100
may be a desktop or other computing device that 1s con-
nected via I/O interface 135 to an external camera. In either
case, the camera captures 1mages (e.g., photographs, video,
etc.) for processing by processor(s) 110 (e.g., executing the
disclosed software) and/or storage in main memory 1135
and/or secondary memory 120.

System 100 may also include optional wireless commu-
nication components that facilitate wireless communication
over a voice network and/or a data network. The wireless
communication components comprise an antenna system

10

15

20

25

30

35

40

45

50

55

60

65

6

170, a radio system 163, and a baseband system 160. In such
an embodiment, radio frequency (RF) signals are transmit-
ted and received over the air by antenna system 170 under
the management of radio system 165.

In an embodiment, antenna system 170 may comprise one
or more antennae and one or more multiplexors (not shown)
that perform a switching function to provide antenna system
170 with transmit and receive signal paths. In the receive
path, recerved RF signals can be coupled from a multiplexor
to a low noise amplifier (not shown) that amplifies the
received RF signal and sends the amplified signal to radio
system 165.

In an alternative embodiment, radio system 165 may
comprise one or more radios that are configured to commu-
nicate over various Irequencies. In an embodiment, radio
system 165 may combine a demodulator (not shown) and
modulator (not shown) in one integrated circuit (IC). The
demodulator and modulator can also be separate compo-
nents. In the incoming path, the demodulator strips away the
RF carrier signal leaving a baseband receive audio signal,
which 1s sent from radio system 1635 to baseband system
160.

If the received signal contains audio information, then
baseband system 160 may decode the signal and convert 1t
to an analog signal. Then, the signal 1s amplified and sent to
a speaker. Baseband system 160 may also receive analog
audio signals from a microphone. These analog audio sig-
nals may be converted to digital signals and encoded by
baseband system 160. Baseband system 160 can also encode
the digital signals for transmission and generate a baseband
transmit audio signal that 1s routed to the modulator portion
of radio system 165. The modulator mixes the baseband
transmit audio signal with an RF carrier signal, generating
an RF transmit signal that i1s routed to antenna system 170
and may pass through a power amplifier (not shown). The
power amplifier amplifies the RF transmit signal and routes
it to antenna system 170, where the signal 1s switched to the
antenna port for transmission.

Baseband system 160 may also be communicatively
coupled with processor 110, which may be a central pro-
cessing unit (CPU). Processor 110 has access to data storage
areas 115 and 120. Processor 110 is preferably configured to
execute instructions (1.e., computer programs, such as the
disclosed application, or soiftware modules) that can be
stored 1n main memory 115 or secondary memory 120.
Computer programs can also be received from baseband
processor 160 and stored in main memory 110 or in sec-
ondary memory 120, or executed upon receipt. Such com-

puter programs, when executed, enable system 100 to per-
form the various functions of the disclosed embodiments.

2. Process Overview

Embodiments of processes for accelerated filtered back
projection for CT 1mage reconstruction will now be
described 1n detail. It should be understood that the
described processes may be embodied as an algorithm in one
or more software modules, forming an application that 1s
executed by one or more hardware processors processor 110,
for example, as a software application or library. The
described processes may be implemented as instructions
represented 1 source code, object code, and/or machine
code. These instructions may be executed directly by the
hardware processor(s) 110, or alternatively, may be executed
by a virtual machine operating between the object code and
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the hardware processor(s) 110. In addition, the disclosed
application may be built upon or interfaced with one or more

existing systems.

Alternatively, the described processes may be imple-
mented as a hardware component (e.g., general-purpose
processor, mtegrated circuit (IC), application-specific inte-
grated circuit (ASIC), digital signal processor (DSP), field-
programmable gate array (FPGA) or other programmable
logic device, discrete gate or transistor logic, etc.), combi-
nation of hardware components, or combination of hardware
and software components. To clearly illustrate the inter-
changeability of hardware and software, various illustrative
components, blocks, modules, circuits, and steps are
described herein generally in terms of their functionality.
Whether such functionality 1s implemented as hardware or
soltware depends upon the particular application and design
constraints 1imposed on the overall system. Skilled persons
can 1mplement the described functionality in varying ways
for each particular application, but such implementation
decisions should not be interpreted as causing a departure
from the scope of the invention. In addition, the grouping of
functions within a component, block, module, circuit, or step
1s for ease of description. Specific functions or steps can be
moved from one component, block, module, circuit, or step
to another without departing from the 1nvention.

Furthermore, while the processes, described herein, are
illustrated with a certain arrangement and ordering of steps,
cach process may be implemented with fewer, more, or
different steps and a diflerent arrangement and/or ordering
of steps. In addition, 1t should be understood that any step,
which does not depend on the completion of another step,
may be executed before, after, or in parallel with that other
independent step, even 1f the steps are described or 1llus-
trated 1n a particular order.

2.1. Introduction

The most popular conventional approach to accelerate
filtered back projection 1s based on the projection-slice or
central-slice theorem, as disclosed in Potts et al., “New
Fourier Reconstruction Algorithms for Computerized
Tomography,” Wavelet Applications in Signal and Image
Processing VIII, Int’]l Society for Optics and Photonics,
2000, 4119:13-23, which 1s hereby incorporated herein by
reference as if set forth i full. Several algorithms use the
Fast Fourier Transtorm (FFT) on an inhomogeneous grid,
tollowed by a transition from polar coordinates to Cartesian
coordinates 1n Fourier space using interpolation. In these
cases, the quality of 1mage reconstruction strongly depends
on the chosen method of iterpolation. A detailed analysis of
artifacts that arise to distort the output image 1s provided by
Potts et al., “Fourier Reconstruction of Functions from their
Nonstandard Sampled Radon Transform,” Journal of Fourier
Analysis and Applications, 8(6):513-34, 2002, which 1s
hereby mcorporated herein by reference as 11 set forth 1n full.
In addition, 1n Andersson, “Fast Inversion of the Radon
Transform Using Log-Polar Coordinates and Partial Back-
Projections,” SIAM Journal on Applied Mathematics, 65(3):
818-37, 2005, which i1s hereby incorporated herein by rei-
erence as 1f set forth 1n full, the invariance properties of the
Radon Transiorm and its dual were used to construct a
method of 1nversion based on log-polar representations.

A completely different approach was reported in Basu et
al., “O(N” log, N) Filtered Back-Projection Reconstruction
Algorlthm for Tomography,” IEEE Transactions on Image
Processing, 9(10):1760-73, 2000, and Xi1ao et al. “O(NZ log

N) Native Fan-Beam Tomographlc Reconstructlon Pro-
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3
ceedings IEEE Int’]l Symposium on Biomedical Imaging,
2002, pp. 824-7, which are both hereby incorporated herein
by reference as 1f set forth in full. In this approach, the main
idea 1s not to reconstruct the whole 1image, but to use the
properties of the Radon Transform to calculate sinograms
corresponding to the four quadrants of the image, and then
individually reconstruct the four quadrants. According to the
Nyquist-Shannon theorem, only hall projections are
required to reconstruct a quadrant of the image without
losing quality. Splitting of the image 1nto quadrants can be
continued sequentially until the size of the independently
reconstructed sections reaches a value of one pixel. In this
case, the algorithm requires ®(N* log N) multiplications.
The shortcoming of this approach 1s a large number of
intermediate 1nterpolations, which can lead to the accumu-
lation of errors, as described 1n Basu et al., “Error Analysis
and Performance Optimization of Fast Hierarchical Back-

prOJectlon Algorithms,” IEEE Transactions on Image Pro-

cessing, 10(7):1103-17, 2001, which 1s hereby incorporated
herein by reference as 11 set forth in full.

Accordingly, in an embodiment, the disclosed application
utilizes a new approach that reduces the computational
complexity of the algorithm to ®(N* log N) addition opera-
tions and avoids Fourier space. To speed up the convolution,
a ramp filter may be approximated by a pair of causal and
anticausal recursive filters, also known as infinite impulse
response (I1IR) filters. The back projection may be performed
with the fast discrete Hough Transiorm.

2.2. Filtered Back Projection

The basis of the FBP method will be briefly described.

The Radon Transform defined on the space of straight lines
L. 1s the integral transform:

R A@)=f, fixy)dr

wherein 1 (X, v) 1s some finite continuous function defined on
the plane. In computed tomography, a straight line 1s usually
given by the slope of the normal 0 and the distance from the
origin r, as illustrated in the (r, 0)-parameterization in FIG.
2A. The projection of the function 1 (X, y) 1s the set of all
points 1n its Radon Transform corresponding to a certain
angle 0O:

Pe(r)= R [

The essence of the FBP method 1s the sequential appli-
cation of two operations. In the first operation, the convo-
lution of the projections with the Ram-Lak or ramp {filtering
function 1s performed, as disclosed 1n Ramachandran et al.,
“Three-dimensional Reconstruction from Radiographs and
Electron Micrographs: Application of Convolutions Instead
of Fourier Transforms,” Proceedings of the National Acad-

emy of Sciences, 68(9):2236-40, 1971, which 1s hereby
incorporated herein by reference as 1f set forth 1 full:

pe(r)=pe(r)*h(r)

wherein

Expression (1)

Expression (2)

Expression (3)

A=l _. " lmle?™ dw Expression (4)

In the second operation, conventional back projection 1is
applied:

Fixy)= B [516e.y)=f 2" 5o(r)d0

wherein r=x cos 0+y sin 0.

In real measurement systems, 1t 1s not possible to obtain
a continuous set of projections. Therefore, all integral opera-
tors are replaced by appropriate summation, and the con-
tinuous convolution 1s converted ito one-dimensional lin-

Expression (35)
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car filtering. In computed tomography, the number of
projection angles P 1s chosen to be of the same magnitude as
the image size N. In this case, convolution can be performed

with ®(N?) operations in the image space or with (N~ log
N) operations using Fast Fourier Transform. The back

projection requires @(N”) operations.

Fast Recursive Filtering

Generally, an 1deal ramp filter, with an impulse response
given by Expression (4), has a singularity at the point r=0,
as shown 1n Zeng, “Revisit of the Ramp Filter,” 2014 IEEE
Nuclear Science Symposium and Medical Imaging Confer-
ence (NSS/MIC), 2014, pp. 1-6, which 1s hereby incorpo-
rated herein by reference as if set forth 1n full. However, in
real cases, the spectrum of measured projections 1s band-
limited with the bandwidth 2W(lwl<W). For a discrete
signal, W=0.5/A, where A 1s the sampling rate. Without loss
of generality, A can be set equal to one (1.e., A=1) by
choosing the appropriate coordinate system. In this case, the

impulse response of the discrete filter given by Expression
(4) takes the form:

1/2 _ . 5 Expression (6)
h(n) = 2f|w|€2ﬂf““’”dm - sinc{an) ~ sIng (nrr/2)
B B 2 4
0

wherein sin c(r)=sin (r)/r. Simplification of the latter expres-
s1on vields:

1/4, n =0
0, n 1S even

—1/(nn)?

Expression (7)
hin) =

, 7 18 odd

The discrete convolution of the projection p, with the
kernel 1n Expression (7) can be recast as a finite impulse
response (FIR) filter:

k=H+L0

Pon) = poxh= > poln—k)h(k)
k=n—Lg

Expression (8)

wherein L=2L,+1 1s the length of the filter kernel.

Even though the function h(n) decays quadratically with
n, a decrease 1n the length of the filter kernel will lead to a
significant distortion of the reconstructed image. To achieve
the minimum error, the kernel length should be the same
order of magnitude as N. Thus, although formally calculat-
ing the convolution of Expression (8) requires ©(N~) opera-
tions, in real cases, the factor for N* is very large. A
reduction in the computational complexity of the convolu-
tion 1s essential for many signal-processing problems.

Deriche, “Using Canny’s Criteria to Derive a Recursively
Implemented Optimal Edge Detector,” Int’l Journal of Com-
puter Vision, 1(2):167-87, 1987, which 1s hereby incorpo-
rated herein by reference as if set forth in full, presented a
group of computationally eflective methods for approximat-
ing a Gaussian filter, including 1ts first and second deriva-

tives, using IIR filters. The difference expression that
describes the discrete IIR filter has the form:
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M—1

¢/
Po(n) = > bips(n—k) = > aipyn—k)

Expression (9)

wherein M and Q are the feedforward and feedback filter
orders, and a, and b, are coeflicients that characterize the
filter. An advantage of the IIR filter 1s that for M«N and
Q«N, only ®(N?) operations are required to process an
image of size NxN. This 1s significantly less than for a FIR
filter. Notably, the impulse response of the filter in Expres-
s1on (7) 1s unidirectional, while the impulse response of the
ramp {ilter 1s symmetric, 1.¢., r(n)=r(-n). A symmetric recur-
sive filter can be represented as the sum of the causal and
anticausal components, as described in Deriche, “Recur-
sively Implementing the Gaussian and Its Derivatives,”
Tech. Rep., mna-00074778, 1993, which 1s hereby incor-
porated herein by reference as if set forth in full.

In an embodiment, the IIR filter 1s constructed so that 1its
impulse response 1s equal to the impulse response of the FIR
filter h(n). In this case, the impulse response 1n Expression
(7) can be rewritten as the sum of causal and anticausal
components:

A()Y/2, r=0 Expression (10)
h+:{ hin), n>0,
0, n <0
A(OY/2, =0
h:{ hin), n <0 |
0, n>0
Thus:

Po=pe*h +pg™h” Expression (11)

The resulting function p, can be presented as the sum of the
outputs of two recursive filters:

Po(r)=05" (n)+p5 (1) Expression (12)

where:

M-1

(/
pin) = ) bipsnFk) = ) af pylnF k)

Expression (13)

Due to the symmetry, the coeflicients a,”=a,” and
b, =b,”. Thus, it is suflicient to determine the coeflicients for
only the causal filter. These coeflicients can be found by
minimizing the mean-square error between the impulse
response of the FIR filter in Expression (8) and the IIR filter
in Expression (9). Any optimization algorithm can be used.
One such optimization algorithm 1s the Powell conjugate
gradient method described in Powell, “An Elilicient Method
for Finding the Minimum of a Function of Several Variables
without Calculating Denivatives,” The Computer Journal,
7(2):155-62, 1964, which 1s hereby incorporated herein by
reference as if set forth 1n full. Another such optimization
algorithm 1s the simplex method described 1n Gao et al.,
“Implementing the Nelder-Mead Simplex Algorithm waith
Adaptive Parameters,” Comput. Optim. Appl., 51(1):259-
7’7, 2012, which 1s hereby incorporated herein by reference
as 1I set forth in full. Notably, the above scheme can be
applied, not only to the ramp filter, but to any filter used 1n
the FBP approach, such as the filter used in Horbelt et al.,
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“Diascretization of the Radon Transform and of Its Inverse
By Spline Convolutions,” IEEE Transactions on Medical
Imaging, 21(4):363-776, 2002, do1:10.1109/
TMI.2002.1000260, which 1s hereby incorporated herein by
reference as 1 set forth 1n full.

2.4. Fast Back Projection

An embodiment of the fast back projection that 1s used by
the disclosed application will now be described.

2.4.1 Parameterization

In an embodiment, the original image plane of the CT
image 1s parameterized mto (s,t) space, such that a point
(X,,Y,) on the original image plane (X,y) defines a line on the
parameter plane (s,t). The set of projections 1n (s,t) space 1s
sometimes called a linogram, as demonstrated in Edholm et
al., “Linograms in Image Reconstruction from Projections,”
IEEE Transactions on Medical Imaging, 6(4):301-7, 1987,
which 1s hereby incorporated herein by reference as it set
forth in full.

Let function 1 (X,y) be given 1n the squared area of O=x<N
and O=y=N. The set of all lines can be divided into four
classes:

(1) Mostly vertical lines with positive shift L *(3m/
4 =0<m);

(2) Mostly vertical lines with negative shift L., ~(0=0</

4);
(3) Mostly horizontal lines with positive shitt L, (mt/
2=0<3m/4); and

(4) Mostly horizontal lines with negative shift L, (st/
4=0m/2).

Parameters s and t specily the coordinates of two points
of a line lying on the vertical boundary (for L,™) or hori-
zontal boundary (for L, *), as illustrated in FIG. 2B. Param-
eter t takes values from -N to O for L.,” and L ~, and from
OtoN forL," and L *. Thus, the final linogram contains four
NxN 1mages for all types of lines.

2.4.2 Transition

In an embodiment, the original sinogram coordinates (r,0)
are transitioned to linogram coordinates (s,t). There 1s a
one-to-one relationship between linogram coordinates (s,t)
and the original sinogram coordinates (r,0):

tan O=—(N/£P,r=sN/Vt2+N? Expression (14)

wherein p=1 for L,* and p=-1 for L ~=.

The transition from sinogram to linogram using linear
interpolation only requires ®(N*) operations. However, a
careless transition from (r,0) to (s,t) variables can introduce
an error related to the violation of the rotational invariance
of the Radon Transform in (s,t) space, obtained for the
squared 1mage domain. Consider a projection in the lino-
gram for [, with shift t. This projection in the linogram
corresponds to a projection in the smnogram with an angle of
inclination ¢=0,-m/2=arctan (t/N), as demonstrated by
Expression (14). The length of the corresponding line is
N/cos ¢. Notably, this length 1s not constant and depends on
ne angle ¢. Since the Radon Transform in the squared
omain should preserve the Radon invariant (1.e., the sum of
e values 1n any row 1s equal the total sum 1n the image),
ne projection amplitude 1s underestimated, relative to the
conventional Radon Transform, which 1s equal to the sino-
gram obtained by the CT scanner, by a factor of k =1/cos ¢..
Thus, each linogram projection 1s “stretched” relative to the

t
C
t
t

10

15

20

25

30

35

40

45

50

55

60

65

12

corresponding sinogram projection by the same factor k..
Expressing the scaling coeflicient explicitly yields:

k_,f:\/l +1°/N? Expression (15)

This parameter should be kept in mind when converting the
linogram to the sinogram.

2.4.3 Back Projection

In an embodiment, back projection 1s performed 1n the
(s,t) coordinate space. An important feature of (s,t) param-
eterization 1s morphological symmetry. In other words, each
point 1n the original image corresponds to a straight line in
the linogram, and each point 1n the linogram corresponds to
a straight line 1n the original image. This morphological
symmetry enables a connection to be established between

the forward projection operator & [f](s,t) (i.e., Radon Trans-

form) and the corresponding back projection operator B|[p]
(X,y). Parts of the linogram that correspond to the introduced
classes of lines are denoted as P,"(s,t), P, (s,t), P, (s,t), and
P ~(s,t). Notably, the forward projection operators for

mostly horizontal lines X ,*[f] can be obtained from the

by

corresponding operators for mostly vertical lines & *[{]
preliminary transposition of the image:

P,=(s,1) R (s, 8)= R S (s, 0) Expression (16)

Rewriting the expressions from the forward projection
operation 1n Expression (1) and the back projection operator
in Expression (5) 1n (s,t) coordinates yields:

y N E . 17
Pf(s, 1) = ??f, [f](g, I = f f(5_|_ %y, y)dy Xpression (17)
0

X Expression (18)

N
ipi — + Pi o d
BiP N ) = % [ Pily= e o)

)

S

ot
]

Notably, comparing Expressions (17) and (18), the opera-

tor B *, which defines a mapping from (s,t) space to (X,y)
space, can be expressed via the forward projection operator:

B 1P A xy)== K P2 1(-xp) Expression (19)

Thus, the back projection operation in (s,t) space 1s
equivalent to the forward projection operation, except for the
change 1n the sign of one of the parameters. Similarly,

operator B ,* can be expressed as:

B 1P,y =2{ B 2P (~x 1)} Expression (20)

2.4.4 Fast Hough Transform

In a discrete space, the Radon Transform of a function
along a given line can be approximated by the sum of the
function’s values at points belonging to the discrete approxi-
mation of this line. With the appropriate choice of approxi-
mation, the time required to calculate the discrete projection
operator can be significantly reduced. In Brady, “A Fast
Discrete Approximation Algorithm for the Radon Trans-
form,” SIAM Journal of Computing, 27(1):107-19, 1998,
which 1s hereby incorporated herein by reference as 1t set
forth 1n full, 1t was noted that discrete representations of two
lines with close slopes have a significant number of common
points. In this case, there 1s no need to calculate the repeating
section twice to find the sum along each of the two lines.
Brady proposed sequentially calculating partial sums for
segments of length 2°, i=1 . . . log,(N+1).
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Ershov et al., “Generalization of the Fast Hough Trans-
form for Three-Dimensional Images,” J. Comm. Technol.
Electron., 63(6):626-36, 2018, do1:10.1134/
S51064226918060074, which 1s hereby incorporated herein
by reference as if set forth in full, presents a recursive
implementation of the described algorithm for lines approxi-
mated by so-called dyadic patterns. This algorithm 1s also
known as the Fast Hough Transtform (FHT). In this imple-
mentation, the results are obtained separately for each type
of line: L,* and L_*. The computational complexity of the
algorithm is ®(N~ log N) operations. Moreover, all of these
operations are summations, rather than multiplications.

In an embodiment, the disclosed application may utilize
the asymptomatically fast simultaneous algebraic recon-
struction technique (SART) algorithm, based on an imple-
mentation of the Fast Hough Transiorm, proposed in Prun et
al., “A Computationally Eflicient Version of the Algebraic

Method for Computer Tomography,” Automation and
Remote Control, 74(10):1670-8, 2013, doi1:10.1134/

S000511791310007X, which 1s hereby incorporated herein
by reference as if set forth i full.

2.4.5 Inverse Fast Hough Transform

According to Expressions (19) and (20), the back projec-
tion operator can be presented as a forward projection
operator with the change 1n sign of one of the parameters.
Consequently, in an embodiment, the disclosed application
applies the Brady approach for back projection:

Feo= B2, )] (~xp), [, @ ={ B[P, t.9))(~x
iyt Expression (21)

The final 1mage reconstruction 1s the sum of four 1mages:

SEYYH ) T ), p) Expression (22)

2.5. Embodiment

Example

In an embodiment, the disclosed application implements
a fast algorithm to reconstruct an 1image from tomographic
projections. Following an FBP strategy, an IIR filter 1s
applied to an 1nput sinogram with precalculated coeflicients,
to speed up the filtering operation. In addition, a Fast Hough
Transform 1s used to speed up the back projection operation.
Experimental results on the Shepp-Logan phantom demon-
strate acceptable quality with a decrease 1n computational
COsts.

FIG. 4 1llustrates an algorithm for image reconstruction,
according to an embodiment. Imitially, a sinogram 1is
received 1n step 410. In step 420, an IIR filter 1s applied to
the sinogram. In step 430, the simnogram 1s transitioned or
converted to a linogram. In step 440, a back projection 1s
performed on the linogram using a Fast Hough Transform
(1.e., an mverse Fast Hough Transform) to produce a recon-
structed 1mage. In step 450, the reconstructed image 1s
output.

3. Experimental Results

Experimental results on simulated data demonstrate the
clliciency of the approach of the disclosed application
implementing the disclosed algorithm. In particular, experi-
ments were conducted on the Shepp-Logan phantom, which
1s a standard test image that serves as a model of a human
head 1n the development and testing of image reconstruction
algorithms. The test images were reconstructed with FIR and
IR filters, using Q=M, N=312, and P=512. IIR filter coel-

ficients were found using the simplex method.
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Two parts of the disclosed algorithm were investigated
individually: (1) the root mean square error (RMSE) depen-
dence on the IIR filter order, in which the Radon Transform
1s used for back projection; and (2) the dependence between
RMSE and image size for Radon and Fast Hough back
projection, in which the FIR filter 1s used for both the Radon
and Fast Hough cases. FIG. 3A illustrates the difference 1n
RMSE for IIR and FIR filters by IIR order, and FIG. 3B
illustrates the difference n RMSE between the inverse
Radon Transform and Fast Hough Transform by image size
N, 1n the experimental results.

FIGS. SA-5D illustrate examples of images that were
reconstructed using the disclosed algorithm, wherein
N=1024, P=1024, and Q=M=3. FIG. SA illustrates the
Shepp-Logan phantom, and FIG. 3B illustrates the image of
the Shepp-Logan phantom that was reconstructed using an
embodiment of the disclosed algorithm. Similarly, FIG. 5C
illustrates the Catphan™ phantom, and FIG. 3D illustrates
the 1mage of the Catphan™ phantom that was reconstructed
using an embodiment of the disclosed algorithm. Advanta-
geously, the disclosed algorithm only requires @(N?) opera-
tions for interpolation, filtering, and formation of the output
images, and O(N* log N) summations for back projection.

The above description of the disclosed embodiments 1s
provided to enable any person skilled in the art to make or
use the invention. Various modifications to these embodi-
ments will be readily apparent to those skilled 1n the art, and
the general principles described herein can be applied to
other embodiments without departing from the spirit or
scope of the imnvention. Thus, 1t 1s to be understood that the
description and drawings presented herein represent a pres-
ently preferred embodiment of the mvention and are there-
fore representative of the subject matter which 1s broadly
contemplated by the present invention. It 1s further under-
stood that the scope of the present invention fully encom-
passes other embodiments that may become obvious to those
skilled 1n the art and that the scope of the present invention
1s accordingly not limited.

Combinations, described herein, such as “at least one of
A, B, or C,” “one or more of A, B, or C,” “at least one of A,
B, and C.,” “one or more of A, B, and C,” and “A, B, C, or
any combination thereof” include any combination of A, B,
and/or C, and may include multiples of A, multiples of B, or
multiples of C. Specifically, combinations such as “at least
one of A, B, or C,” “one or more of A, B, or C,” “at least one
of A, B, and C.” “one or more of A, B, and C,” and “A, B,
C, or any combination thereof” may be A only, B only, C
only, Aand B, Aand C, B and C, or A and B and C, and any
such combination may contain one or more members of 1ts
constituents A, B, and/or C. For example, a combination of
A and B may comprise one A and multiple B’s, multiple A’s
and one B, or multiple A’s and multiple B’s.

What 1s claimed 1s:

1. A method comprising using at least one hardware
processor to reconstruct a computed tomography (CT)
image by:

performing a filtered back projection on a sinogram,

wherein back projection in the filtered back projection

COMprises

transitioning the sinogram to a linogram using linear
interpolation, wherein the linogram represents each
line as two points (s, t) lying on boundaries of an
NxN square area, wherein N 1s a linear size of the CT
image, wherein the linogram comprises an NxN
image for each of a plurality of types of lines,
wherein the plurality of types of lines comprise
mostly vertical lines with a positive shift, mostly
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vertical lines with a negative shift, mostly horizontal
lines with a positive shift, and mostly horizontal
lines with a negative shift, wherein mostly vertical
lines with a positive shiit comprise lines correspond-
ing to coordinates in the sinogram with a normal
slope 0 between 3m/4 and &, mostly vertical lines
with a negative shift comprise lines corresponding to
coordinates in the sinogram with the normal slope O
between 0 and m/4, mostly horizontal lines with a
positive shift comprise lines corresponding to coor-
dinates 1n the sinogram with the normal slope O
between m/2 and 37/4, and mostly horizontal lines
with a negative shift comprise lines corresponding to
coordinates 1n the sinogram with the normal slope 0
between n/4 and /2, and
performing an inverse Fast Hough Transform on the
linogram to produce the reconstructed CT i1mage,
and

wherein filtering 1n the filtered back projection uses an

infinite 1impulse response (I1IR) filter.

2. The method of claim 1, further comprising using the at
least one hardware processor to determine coeflicients for
the IIR filter by minimizing an error between an impulse
response of the IIR filter and an impulse response of a finite
impulse response (FIR) filter according to an optimization
algorithm.

3. The method of claim 2, wherein the error 1s a mean-
square error.

4. The method of claim 2, wherein the optimization
algorithm comprises a simplex method.

5. The method of claim 2, wherein the optimization
algorithm comprises a conjugate gradient method.

6. The method of claim 1, wherein transitioning the
sinogram to the linogram comprises converting each coor-
dinate (r, 0) in the sinogram to a line (s, t) 1n the linogram
according to:

tan O=—(N/1¥, rzsN/\/tz +N?

wherein p equals one for mostly horizontal lines and p
equals negative one for mostly vertical lines.

7. The method of claim 1, wherein the inverse Fast Hough
Transform 1s separately performed on each of the NxN
images for each of the plurality of types of lines to produce
a plurality of intermediate 1mages.

8. The method of claim 7, wherein producing the recon-
structed CT 1mage comprises summing the plurality of
intermediate 1mages together.

9. A system comprising:

at least one hardware processor; and

one or more software modules configured to, when

executed by the at least one hardware processor, recon-
struct a computed tomography (CT) image by
performing a filtered back projection on a sinogram,
wherein back projection 1n the filtered back projection
COMprises
transitioning the sinogram to a linogram using linear
interpolation, wherein the linogram represents
cach line as two points (s, t) lying on boundaries
of an NxN square area, wherein N 1s a linear size
of the CT image, wherein the linogram comprises
an NxN 1mage for each of a plurality of types of
lines, wherein the plurality of types of lines com-
prise¢ mostly vertical lines with a positive shift,
mostly vertical lines with a negative shift, mostly
horizontal lines with a positive shift, and mostly
horizontal lines with a negative shift, wherein
mostly vertical lines with a positive shiit comprise
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lines corresponding to coordinates 1n the sinogram
with a normal slope 0 between 3m/4 and m, mostly
vertical lines with a negative shift comprise lines
corresponding to coordinates in the sinogram with
the normal slope 0 between 0 and m/4, mostly
horizontal lines with a positive shift comprise
lines corresponding to coordinates 1n the sinogram
with the normal slope 0 between n/2 and 3nt/4, and
mostly horizontal lines with a negative shift com-
prise lines corresponding to coordinates in the
sinogram with the normal slope 0 between /4 and
n/2, and

performing an inverse Fast Hough Transform on the
linogram to produce the reconstructed CT image,
and

wherein filtering 1n the filtered back projection uses an

infinite 1mpulse response (I1IR) filter.

10. The system of claim 9, wherein transitioning the
sinogram to the linogram comprises converting each coor-
dinate (r, 0) in the sinogram to a line (s, t) 1n the linogram
according to:

tan O=—(N/, r=sN/VNt*+N?

wherein p equals one for mostly horizontal lines and p
equals negative one for mostly vertical lines.

11. A non-transitory computer-readable medium having
instructions stored therein, wherein the instructions, when
executed by a processor, cause the processor to reconstruct
a computed tomography (CT) image by:

performing a filtered back projection on a sinogram,

wherein back projection in the filtered back projection

COMPrises
transitioning the sinogram to a linogram using linear
interpolation, wherein the linogram represents each
line as two points (s, t) lying on boundaries of an
NxN square area, wherein N 1s a linear size of the CT
image, wherein the linogram comprises an NxN
image for each of a plurality of types of lines,
wherein the plurality of types of lines comprise
mostly vertical lines with a positive shift, mostly
vertical lines with a negative shift, mostly horizontal
lines with a positive shift, and mostly horizontal
lines with a negative shift, wherein mostly vertical
lines with a positive shift comprise lines correspond-
ing to coordinates in the sinogram with a normal
slope O between 3m/4 and m, mostly vertical lines
with a negative shift comprise lines corresponding to
coordinates 1n the sinogram with the normal slope 0
between O and /4, mostly horizontal lines with a
positive shift comprise lines corresponding to coor-
dinates 1n the sinogram with the normal slope O
between /2 and 3n/4, and mostly horizontal lines
with a negative shift comprise lines corresponding to
coordinates 1n the sinogram with the normal slope O
between m/4 and /2, and
performing an inverse Fast Hough Transform on the
linogram to produce the reconstructed CT image,
and

wherein filtering in the filtered back projection uses an

infinite 1impulse response (I1IR) filter.

12. The non-transitory computer-readable medium of
claim 11, wherein transitioning the sinogram to the linogram
comprises converting each coordinate (r, 0) 1n the sinogram
to a line (s, t) 1n the linogram according to:

tan O=—(N/1, r=sN/Nt?+N?
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wherein p equals one for mostly horizontal lines and p
equals negative one for mostly vertical lines.
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